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The Thomas algorithm is an efficient way of solving tridiagonal matrix systet is based on LU decompo-
sition in which the matrix system/z = r is rewritten asLUxz = r whereL is a lower triangular matrix and
U is an upper triangular matrix. The system can be efficiently solved by séfting: p and then solving first
Lp = rfor p and thenUz = p for z. The Thomas algorithm consists of two steps. In Step 1 decomposing the
matrix into M = LU andsolving Lp = r are accomplished in a single downwards sweep, taking us straight
from Mx = rtoUx = p. In step 2 the equatiobiz = p is solved forx in an upwards sweep.

asx Row 1jasxq+ asy1T2 = asp1
In the first stage the matrix equatiddz = r is converted New Row 2 (b — a271) T2t+caza= 12 — azp;

to the formUzx = p. Initially the matrix equation looks like: Divide through by(b, — az71) to get

bier 00 0 0\ [a r o4 —2 g, =2 %2M
as by o 0 0 0 T 9 by — azm by — asy
0 az bs ¢z 0 0O Tal |73 We can rewrite this as
0 0 aq by cq4 0O T4 T4
0 0 O as b5 Cs Ts5 Ts o o C2 o Ty — 201
0 0 0 0 ag bg T6 6 To + Y2x3 = P2, V2= by — (12’)/17 P2 = by — azm .
Row 1
1 Y1 0 0O 0 O X1 P1
by +ciza =m 01 % 00 0] 0o
Divide through byb, 0ag by cg 0 0| fag| _|rs
0 0 ag by ¢4 O Ty T4
C1 1
r1 + bfx? = F 00 O as b5 Cs Is Ts
! ! 00 0 O Qg b6 Tg Te
Rewrite:
Row 3.
C1 T1
1+ 712 = P, M= LT
1 1 a3xo + b33 + c314 = 13
, A Useas times row 2 of the matrix to eliminate the first term
1 Y1 0 0 0 O T P1
a9 b2 C2 0 0 O X9 T9 as (1.2 + Vox3 = p2)
0 as b3 C3 0 0 T3 o T3
(] 0 Q4 b4 Cy 0 T4 T4 Row 3 asTo+ b3x3+03x4: s
0 0 0 as by c5 Ts5 rs
a3 x Row 2lazxs+ asy2T3 = aspo
0 0 0 0 ag bg Tg 76
New ROW:# (bg — CL3’)’2) T3+C3T4= T3 — A3P2
Row 2. .
Divide through by(bs — a3v2) to get
o1 + baxo + Ccox3z = 19 ot s o s — aspo
2 3 =
Usea, times row 1 of the matrix to eliminate the first term bs — az2 bs — az72

Wi n rewrite this a
a2($1+71$2:[)1) e canre e S as
C3 T3 —asp2

T3+ Y3xye =p3, YV3=7—""—, P3=7 — -
b3 —azve bs — az
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1y 0 0 0 O T 1 1y 0 0 0 O T 1
01 Y2 0O 0 O xTo P2 01 Y2 0O 0 O T P2
00 1 Y3 0 0 3| _ | P3 00 1 Y3 0 0 3| _ | p3
0 0 Q4 b4 [} 0 T4 T4 00 0 1 Y4 0 T4 P4
00 0 as by c5 5 5 00 0 0 1 5 T5 P5
00 0 O Qg b6 Tg Te 00 0 O Qg b6 Tg Te
Row 4. Row 6
4T3 + baTy + 45 =14 axs + bexe = 16

Usea, times row 3 of the matrix to eliminate the firstterm  Useag times row 5 to eliminate the first term.

ag (T3 + 7324 = p3) agTs + a6Ys5Te = AgP5
Row 4|a x3+ byxatcixs=r4 Resulting in
asx Row 3lasxs+ a47Y3T4 = aqp3

(bs — ags) T6 = 16 — A6P5

New ROW4} (by — agy3) xatcaxs=r4 — agps

Divide through by(bs — a4vs) to get Divide through bybs — a7 to get

e — agpPs
Cq _r4_a4p3 Te = Po, P = ———
T3 + T4 = be — ags
by — ass by — ass
We can rewrite thi
e can rewrite this as 14 00 0 0 " o’
4 T4 — Qqp:
T4+ V4T5 = P, = »o A=y s 01 000 T2 P2
4 — Q473 4 — a473 00 1 v 0 O 3| | p3
00 0 1 Y4 0 Ty P4
1 0 0 00 ) p1 00 0 0 1 | |=s Ps
01 % 0 0 0 T P2 00 0 0 01 Tg P6
Q 0 1 7 00 el — |13 At this point the matrix has been reduced to upper diagonal
00 0 1 7 0 T4 2 form, so our equations are in the foiliix: = p.
00 O as b5 Cs Is Ts
00 0 O Qg bG Te T6
1. STAGE 2
Row 5.

The matrix equation is now in a form which is trivial to
a5T4 + D55 + C526 = 75 solve forz. We start with the last row and work our way up.

. . . . The final equation is already solved
Useas times row 4 of the matrix to eliminate the first term q y

Te = pPg-

as (T4 + 7475 = pa) oo
Row 5 asz4+ bsT5+C5T6= T35 1y 0 0 0 0 Ty p1
asx Row 4asxs+ a574%s = asp4 01 % 000 To P2
New Row i (bs — asya) Ts+csT6= 15 — a5pa 00 1 0 0 zs | | ps
Divide through by(bs — a574) to get 000 1 7 0 T4 P4
0 0 0 0 1 V5 Iy P5
€5 _T5s —Gs5Pa 00 0 0 0 1 Tg 06

x4 +

Is =
bs — asya bs — as7va
We can rewrite this as

Cs5 5 — a504
Ts + V26 =pP5, Vo5=7—"", P5=—"——.
bs — as74



Row 5: x5+ V5L = P5-

Rearrange to get: z5 = ps — 526.

1v 0 0 0 0
01 % 0 0 0

00 1 v 0 0
00 0 1 v 0
00 0 0 1 ~5

00 0 0 0 1

Row 4. x4+ Y4T5 = P4.

Rearrange to get: z4 = ps — 7425.

1 0 0 0 0
01 % 0 0 0
00 1~ 0 0
00 0 1 v 0
00 0 0 1 ~
0000 0 1

Row 3:  x3 + y324 = p3.

Rearrange to get: z3 = p3 — y324.

1 0 0 0 0
01 % 0 0 0
00 1~ 0 0
00 0 1 v 0
00 0 0 1 ~
0000 0 1

Row 2: x5 + o3 = po.

Rearrange to get: zo = py — 7213.
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Row 1. z; + Y12 = pP1-
Rearrange to get: z; = p; — 1129.

1y 0 0 0 O 1 P1
01 v» 0 0 0 To 02
00 1 ~ 0 0 3| | p3
00 0 1 ~v O]zl |pa
00 0 0 1 ~5 T5 05
0Oo0 0 0 0 1 Tg 06

At this pointz, the solution to the matrix equation, is fully
determined.
I11. INPRACTICE

The Thomas algorithm is used because it is fast and be-
cause tridiagonal matrices often occur in practice. (This a
gument is slightly circular because people often manipulat
the problems they are working on to reduce them to solving a
tridiagonal matrix problem.) Although itis rare, the alijom
can be unstable #; — a;y;_1 is zero or numerically zero for
any+. This will occur if the tridiagonal matrix is singular, but
in rare cases can occur if it is non-singular. The conditamm f
the algorithm to be stable is

106l > Nlaill + [lell

for all . The matrix problems which result from the discreti-
sation of partial differential equations nearly all satigis
criterion.

If the algorithm is numerically unstable then you must re-
arrange the equations: known as pivoting. Standard LU de-
composition algorithms for full or banded matrices include
pivoting. (But first you should check to make sure you have
not made a mistake in formulating the problem.)



